
Text Network Exploration via
Heterogeneous Web of Topics

Abstract—A text network refers to a data type that each vertex
is associated with a text document and the relationship between
documents is represented by edges. The proliferation of text
networks such as hyperlinked webpages and academic citation
networks has led to an increasing demand for quickly developing
a general sense of a new text network. To satisfy this requirement,
the notion of exploratory search is proposed. While previous
works in exploring text network mainly focus on projecting high
dimensional words data into low dimensional space of word topics
and mining relation patterns among these word topics, we further
introduce document topics and thus allow people to investigate
a text network on both word level and document level in a low
dimensional space. To model word topic and document topic
in a unified framework, we propose a probabilistic generative
model named MHT for joint analysis of text and links. In MHT,
three different relationships among these two types of topics are
quantified, based on which we construct a heterogeneous web of
topics for the exploration task. We develop a prototype demo
system named TopicAtlas to exhibit such heterogeneous topic
web, and demonstrate how this system can facilitate the task
of text network exploration. Extensive qualitative analysis are
included to verify the effectiveness of this heterogeneous topic
web. Besides, we validate our model on real-life text networks,
showing that it outperforms comparable baselines on objective
evaluation metrics.

I. INTRODUCTION

The information age has witnessed an increasing amount of
unstructured data, most of which are in the form of text and
possess high degrees of connectivity among themselves. We
refer to this type of data as text network in which each vertex is
associated with a text document and the relationship between
documents is represented by the edges [1] as shown in Fig.1a.
Such text networks are ubiquitous in the real world. Typical
representatives include hyperlinked webpages, online social
network with user profiles, and academic citation network.

While the available text networks are continuously increas-
ing, very often only little is known about the quantity, coverage
and relations of their content [2]. Consequently, the general
search engine, which requires users to have a specific set of
keywords in mind before pursuing further investigation, fails
to help [3]. When faced with a new or unfamiliar text network,
people may first ask a more basic question: “What is there?”.
To answer this question, we resort to the notion of exploratory
search [4] which is proposed to help people develop a general
sense of the properties of new datasets before embarking on
more specific inquiries [5].

Due to its importance, exploratory search has been in-
vestigated intensively. For example, Sinclair et al. use word
frequency lists, frequency distribution plots and keyword-
in-context models to enhance computer-assisted reading [6].

More recently, a computational technique named “topic mod-
eling” is widely used to fulfill this task [5], [7], [8]. By
exploiting the co-occurrence counts of words across the whole
text network, such method can identity semantic clusters of
words, defined as topics [9], which provides insight into
a corpus’ contents. Nevertheless, existing topic models are
still far from adequate for text network exploration since the
significance of topics represented only by words is limited for
exploration task due to lack of an insight on document level.

To address these problems, we first dive deeper into the
document level and exploit link structures in text network to
obtain document clusters. We achieve this through viewing
the text network as a set of “link documents” where each
is a document represented by a “bag of links” [10], [11]. A
document with k “neighbours” is viewed as a “document”
with k “link tokens”, each corresponding to the index of a
document that links to it, thus we can also regard these “link
tokens” as “document tokens”. Then, we can model these
“link documents” with a topic model framework where a new
type of “topics” characterized by distributions over documents
arises. Intuitively, this new type of topics captures the co-
occurrence pattern of these “document tokens” and can be
viewed naturally as a document cluster. By combining “word
token” and “document token”, each document is composed of
two parts as shown in Fig.1b, and two different types of topics
are included as illustrated in Fig.1c. To distinguish them, we
call them WordTopic and DocTopic.

However, simple introduction of DocTopic is still insuf-
ficient for text network exploration since we cannot utilize
the two types of topics in a united manner due to the lack
of connection between them. Although different types of
relationship between WordTopics have been investigated previ-
ously [11]–[18], a more important type of connection between
WordTopic and DocTopic has never been studied before. This
relationship is grounded in the intuition that there exists a
co-occurrence pattern between WordTopic and DocTopic. For
instance, WordTopic about “robot navigation” will frequently
appear with DocTopic “robot motion planning” since plan-
ning is a core issue of navigation. Indeed, such Word-Doc
relationship serves as a bridge that connects two types of
topics and helps us to make the best sense of the underlying
text network. Therefore, a heterogeneous web of topics as
described in Fig.1d is required to identify two types of topics
and uncover the multiple latent relationship, which includes
the relation between WordTopic and WordTopic (Word-Word
relation), DocTopic and DocTopic (Doc-Doc relation) and
WordTopic and DocTopic (Word-Doc relation).
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Fig. 1. Illustration of some concepts. (a) Input text network. (b) Two parts of a document. W represents the “word token” part, and D below W represents
“document token” part. (c) WordTopic (WT) and DocTopic (DT). (d) Heterogeneous topic web with two types of topics and three relationships.

To build such a heterogeneous topic web, we propose a
probabilistic generative model called MHT (Model for Het-
erogeneous Topic web), to jointly cluster those semantic-alike
words and documents into WordTopics and DocTopics, and
the three types of relationships are included. Our experiments
on two academic citation networks demonstrate that MHT not
only produces reliable heterogeneous topic web with high-
quality topics but also possesses strong generalizability and
predictive power.

Furthermore, we construct TopicAtlas, a prototype demo
system for convenient navigation in such heterogeneous topic
web. TopicAtlas displays Word-Word relation, Doc-Doc re-
lation, and Word-Doc relation in a unified framework. With
TopicAtlas, users are able to freely wander around the text
network via WordTopics and DocTopics. Also, users can
pinpoint important documents (represented by DocTopics)
with regard to a selected WordTopic, and identify important
themes (represented by WordTopics) in a targeted document.
We present the results of TopicAtlas in multiple views and
show how it effectively facilitates the task of text network
exploration. Finally, it is important to notice that TopicAtlas
is not a general-purpose topic model browser such as [19]–
[21]. The key difference is that these browsers are designed
for understanding the results of topic models while TopicAtlas
focuses on the specific exploration of text networks.

To summarize, our contributions are three folds:
• To the best of our knowledge, we are the first to present

the idea of heterogeneous web of topics which consists of
two types of topics: WordTopic and DocTopic, and three
types of topic relations: Word-Word relation, Doc-Doc
relation, and most importantly Word-Doc relation.

• We propose MHT, a probabilistic generative model that
explicitly models Word-Doc relationship by capturing the
joint co-occurrence pattern of semantic-alike word tokens
and document tokens. Given a text network, MHT is able
to extract two types of high-quality topics along with their
heterogeneous relationships and produce a heterogeneous
topic web.

• We construct TopicAtlas, a prototype system for text net-
work exploration. TopicAtlas allows users to investigate
the heterogeneous topic web with details and explore text
network easily.

The rest of paper is organized as follows. In section II,
we discuss some related works. We introduce MHT and its
inference in section III and IV. In section V, we conduct the
experiment and evaluate our model. Finally, we summarize
this paper and discuss some future works in section VI.

II. RELATED WORK

In terms of topic modeling. In this part we mainly focus on
the exploring abilities of existing topic models.

Topic models are proposed to address the problem of topic
identification in large document collections. In topic models,
each document is associated with a topic distribution and
each topic is associated with a word distribution. Two popular
models in this field are Probabilistic Latent Semantic Analysis
(PLSA) [22] and Latent Dirichlet Allocation (LDA) [23].
PLSA is a generative and unsupervised model, introducing la-
tent topics into the generative process. Every word is assigned
with a topic and every document has a document specific
topic distribution. Compared to PLSA, LDA introduces a
hyperparameter to address the overfitting issue. In LDA, the
document specific topic distribution is generated according to
Dirichlet distribution. These two models construct a generic
framework for topic modeling.

Traditional topic models provide a convenient way to ex-
plore document collections and summarize high dimensional
data with low dimensional topics. However, these models
assume that topics are independent with each other and ignore
their relationship. To obtain a deeper insight into the data,
some works [11]–[18] investigate the connection between
different topics. For example, CTM [14] models the topic
correlation generatively, hoping to give a better fit on given
data than LDA. Other works [12], [13] utilize topic relation
to model the presence and absence of links in a pairwise
manner. Citation-LDA [11] studies the topic dependency rela-
tionship and aims to obtain meaningful topic evolution pattern.
CATHYHIN [16] hopes to build the topic hierarchy structure.

The topic mentioned so far is merely cluster of words,
i.e. WordTopic. However, in text network those similar or
linked documents can also be clustered to represent topics,
i.e. DocTopic. In fact, Citation-LDA [11] models the links
within topic model framework and clusters documents into
different categories. By analogy with traditional topic models,



each cluster here is associated with a document distribution
and the probability indicates the importance of one document
in each category. Such DocTopic can be further exploited to
classify documents [10].

Through the definition of WordTopic and DocTopic, there
is a heterogeneous topic web hidden in a given text network.
The connection exists between WordTopic and WordTopic,
DocTopic and DocTopic, and WordTopic and DocTopic. How-
ever, all the above works fail to model these three relationships
jointly nor construct a heterogeneous topic web comprehen-
sively.
In terms of text network exploration. There are many recent
efforts utilizing topic models to explore text networks. They
focus on either new features or visualization techniques.

Chaney and Blei [21] make an early effort in this field.
They present a method for visualizing traditional topic models,
where a navigator of the documents is created, allowing users
to explore the hidden structure discovered by a topic model.
Later, Gretarsson et al. build a relatively mature system called
TopicNets [7], which enables users to visualize individual
document sections and their relations within the global topic
document and topic nodes. Also, in TopicNets analysts can
select relevant subsets of documents and perform real-time
topic modeling on these subsets. Maiya et al. [24] develope
the topic similarity network for exploration and recognize how
topics form large themes. Some other works [15], [25] focus
on topic dynamics and topic flow in text networks.

While the works mentioned above convey some information
visually, they are orthogonal to our focus. The topic in these
works is word clusters, and they do not study DocTopic and
the hidden heterogeneous topic web.

III. MODEL FOR HETEROGENEOUS TOPIC WEB

In this part we describe the framework and generative
process of our model MHT (Model for Heterogeneous Topic
web), whose graphical representation is illustrated in Fig.2.

A. Framework

We consider the input text network as a graph G(V,E),
where V is the set of document vertices and E is the set of
directed edges or links. vi ∈ V represents the ith document
and eij ∈ E connects two vertices vi and vj . Each document
is associated with a bag of words and we denote win as the
nth word token in document vi. To cluster links or documents
into topics, we adopt the assumption of “bag of links” and yil
is denoted as the lth link token (document token) in vi.

Our work aims at detecting the relationship between Word-
Topic which is represented by distributions over the whole
vocabulary and DocTopic which is represented by distributions
over the entire corpora. Although WordTopic and DocTopic
have been explored separately before, there is no mechanism
to capture the relation between these two different but closely
related topics.

In classical topic models each document is associated with
a document specific topic distribution, which is used to draw
a topic for each word in the generative process. Note that
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Fig. 2. Graphical Representation of MHT

the “topic” here actually represents WordTopic in our notation
framework. Similarly, adopt the assumption of “bag of links”
and each document is able to be associated with a DocTopic
distribution, which can generate documents. Since these two
distributions are totally different, some transition procedure
between them is required to jointly model text and links.

Based on the discussion above, we employ a transition
distribution over DocTopics η to depict the relation between
the two types of topics.

B. Generative Process

Details for full generative process of our proposed model
MHT is demonstrated below.

For each document vi, where i = 1, · · · , D:
1) Generate WordTopic distribution:

θi ∼ Dir(·|α)

2) For each word win, where n = 1, · · · , Ni:
a) Draw a WordTopic:

zin ∼Mult(·|θi)
b) Draw a word:

win ∼Mult(·|βzin)

3) For each link yil, where l = 1, · · · , Li:
a) Draw a transition topic:

til ∼Mult(·|θi)
b) Draw a DocTopic:

z′il ∼Mult(·|ηtil)
c) Draw a linked document:

yil ∼Mult(·|Ωz′il)
Step 1 and Step 2 are the same as classical topic model

to generate words. A major distinction of MHT from other
models is Step 3, where we employ a latent variable t as an
“intermediary” from WordTopic domain to DocTopic domain.
In the transition stage, we introduce a transition parameter
η to express the relation between WordTopic and DocTopic.



In other words, the generation for DocTopic is equivalent
to drawing it from θη and thus η serves as a transition
matrix from θ to a “spurious” underlying mixed DocTopic
distribution θ′. More explicitly, given WordTopic k the value of
ηkk′ indicates the probability for generating DocTopic k′, i.e.
p(z′ = k′|z = k) = ηkk′ . With that in mind, we can see how
η works on transforming WordTopic domain into DocTopic
domain.

IV. MODEL LEARNING

To learn MHT, we resort to the variational EM inference
framework. For each document vi, we first decompose its
corresponding log-likelihood as follows:

ln p(wi,yi|α, η, β,Ω) = Li(q) + KLi(q‖p), (1)

where q is the variational distribution used to approximate
posterior distribution p(θi, zi, ti, z′i|wi,yi). Specifically,

Li(q) =

∫
θi

∑
zi

∑
ti

∑
z′i

q(θi, zi, ti, z
′
i)

× ln

{
p(wi,yi, θi, zi, ti, z

′
i|α, η, β,Ω)

q(θi, zi, ti, z′i)

}
.

(2)

KLi(q‖p) =−
∫
θi

∑
zi

∑
ti

∑
z′i

q(θi, zi, ti, z
′
i)

× ln

{
p(θi, zi, ti, z

′
i|wi,yi, α, η, β,Ω)

q(θi, zi, ti, z′i)

}
.

(3)

Here L is the lower bound of log-likelihood, and KL(q‖p) is
the KL-divergence between distribution q and p.

Furthermore, we construct q by introducing several free
variational parameters as follows:

q(θi, zi, ti, z
′
i) = q(θi, zi, ti, z

′
i|γi, φi, λi, σi)

= q(θi|γi)
Ni∏
n=1

q(zin|φin)

×
Li∏
l=1

q(til|λil)
Li∏
l=1

q(z′il|σil),

(4)

where q(θi|γi) is Dirichlet distribution and q(zin|φin),
q(til|λil) and q(z′il|σil) are all multinomial distributions.

Finally, for the entire text network, we have the total log-
likelihood as follows:

ln p(w,y|α, η, β,Ω) =

D∑
i=1

ln p(wi,yi|α, η, β,Ω) (5)

In the E-step, we update γ, φ, λ and σ iteratively to ap-
proximate the posterior distribution. Then, in the M-step,
α, β, η and Ω are renewed to maximize L. Due to limitation
of space, we only provide the updating equations here, and
more details about the standard variational EM derivation can
be referred to in [23].

φink ∝ βkwinexp(Ψ(γik)). (6)

γik = αk +

Ni∑
n=1

φink +

Li∑
l=1

λilk. (7)

λilk ∝ exp(Ψ(γik) +

Ky∑
k′=1

σilk′ logηkk′). (8)

σilk′ ∝ Ωk′yilexp(

Kw∑
k=1

λilklogηkk′). (9)

βkx ∝
D∑
i=1

Ni∑
n=1

wxinφink. (10)

ηkk′ ∝
D∑
i=1

Li∑
l=1

σilk′λilk. (11)

Ωk′d ∝
D∑
i=1

Li∑
l=1

ydilσilk′ . (12)

Here, Ψ(·) is the digmma function, wxin = 1 if win = x, and 0
otherwise. Likewise, ydil = 1 if yil = d, and 0 otherwise. α is
updated by Newton-Raphson algorithm, the interested readers
may refer to [23].

First, for each document, we execute step (6) through (9)
iteratively until convergence. Next, we update α, β, η and Ω
by using their corresponding sufficient statistics computed in
step (6) through (9). The whole process is in an outer loop
until the lower bound L converges.

V. EXPERIMENTS

In this section, we demonstrate how our proposed system
– TopicAtlas effectively explores text networks. We first
describe the experiment setups such as dataset selection and
parameter settings. Then, we show how to construct the
heterogeneous topic web for TopicAtlas, and present some
qualitative analysis of the constructed network. Finally, we
validate the effectiveness of MHT, the backbone method for
TopicAtlas, as a topic model for text network. Compared with
some representative baseline methods, MHT achieves the best
averaged performance in terms of topic interpretability and
generalizability. For repeatability, the codes, datasets, results
and the demo TopicAtlas are available to the public1.

A. Datasets

We use the following two datasets in our experiments:
ACL Anthology Network (AAN). AAN [26] is a public

scientific literature dataset with 20, 989 papers and 125, 934
citations. This is a quite “dense” dataset since each document
has approximately 6 links on average. Furthermore, the ab-
stract of each paper is available and we take them as the major
textual contents. The papers in AAN dataset are mainly in the
Natural Language Processing (NLP) field and thus the detected
topics tend to be more specific.

1http://tinyurl.com/TopicAtlas



CiteseerX. CiteseerX2 is a well-known scientific literature
digital library that primarily focuses on the literature in
computer and information science. We collect a subset of
CiteseerX dataset, which includes the abstracts of 716, 800
documents and 1, 760, 574 links. Compared with AAN dataset,
each document in CiteseerX only has roughly 2.5 links on
average, which suggests that the citation network in CiteseerX
is much sparser than that in AAN. Since CiteseerX contains a
broader range of subjects, we find those identified topics are
quite distinct from each other.

B. Parameter Setting

On the task of exploring heterogeneous topic web, we first
need to select a reasonable topic number, which is a non-trivial
task in topic models. To achieve this, we first preprocess the
data using classical LDA model with varying topic numbers
and evaluate the topic interpretability in terms of the topic
coherence score [27]. Among the candidate topic numbers
50, 70, 90, 110, 130, and 150, topic number 70 leads to the
highest topic coherence score for both AAN and CiteseerX.
For simplicity, we set the topic number of WordTopic and
DocTopic equal. Therefore, we implement MHT with 70
WordTopics and 70 DocTopics to explore the text networks
in these two datasets. In addition, we follow the convention
of [28] and initialize α = 0.01. The parameters η, β and
Ω are randomly initialized since we do not have any prior
knowledge.

Furthermore, as discussed above, we use variational EM
inference to learn the parameters in MHT. For standard
variational EM inference framework, there are two iterative
processes: the inner variational inference and the outer EM
loop. Therefore, it is of great importance to determine the
termination conditions for the two loops. In our experiments,
for both datasets the inner variational inference loop terminates
when the fractional increase of the lower bound of log-
likelihood is less than 10−9 in two successive iterations, or
when the number of iterations exceeds the maximum inner
iteration number which we set to be 100. For the outer EM
loop, we stop it when the relative increment ratio is less than
10−4, or when the number of iterations exceeds the maximum
outer iteration number which we set to be 50.

C. Heterogeneous Topic Web Construction

Here we show how to construct the heterogeneous topic web
step-by-step. Recall that we aim to quantify the relations in
heterogeneous topic web, which exist between WordTopic and
WordTopic (Word-Word relation), DocTopic and DocTopic
(Doc-Doc relation), and WordTopic and DocTopic (Word-
Doc relation). We use co-occurrence probability to quantify
these three types of relations, and thus our goal is to figure
out p(z = k1, z = k2|D), p(z′ = k′1, z

′ = k′2|D) and
p(z = k, z′ = k′|D).

Word-Word Relation Strength. In MHT, we assume the
generation of WordTopics are independent with each other

2http://citeseer.ist.psu.edu/oai.html

when the document v is given. Therefore, the Word-Word
relation can be calculated as follows:

p(z = k1, z = k2|D) =
∑
z′

∑
i

p(z′|D)p(vi|z′;D)

× p(z = k1|vi;D)

× p(z = k2|vi;D),

(13)

where p(z|v;D) and p(v|z′;D) can be obtained from θ and
Ω respectively. Posterior expectation of θ is given by:

θik =
#(v = i, z = k) + αk∑Kw

k=1(#(v = i, z = k) + αk)
, (14)

where #(v = i, z = k) represents the number of words
assigned with WordTopic k in document vi and the assignment
can be obtained from φ. Kw is the number of WordTopics.

In addition, the empirical posterior distribution over Doc-
Topics can be computed as:

p(z′ = k′|D) =
#(z′ = k′)∑
k′ #(z′ = k′)

, (15)

where #(z′ = k′) represents the number of documents
assigned with DocTopic k′ in the dataset and the assignment
can be obtained from σ.

Doc-Doc Relation Strength. Based on the assumption that
DocTopics are generated independently given a WordTopic,
we can compute Doc-Doc relation strength as:

p(z′ = k′1, z
′ = k′2|D) =

∑
z

p(z|D)p(z′ = k′1|z;D)

× p(z′ = k′2|z;D).

(16)

Similarly, η represents p(z′|z) and the empirical posterior
distribution over word topics is given by:

p(z = k|D) =
#(z = k)∑
k #(z = k)

. (17)

Word-Doc Relation Strength. Word-Doc Relation can be
easily computed by Bayes’ theorem:

p(z = k, z′ = k′|D) = p(z′ = k′|z = k;D)p(z = k). (18)

Summarizing DocTopic. While top words are able to
represent WordTopic explicitly, on the document side there
are only distributions over documents to express DocTopics.
However, generally it would be preferable to summarize topics
with a few words. With that in mind, we leverage words in
abstract to discriminate different DocTopics. Specifically, for
a given DocTopic k′, we compute the expectancy of word w
as:

E(w|z′ = k′) =

D∑
d=1

Ωk′d ·#(w, d). (19)

Then the words with high expectancy are selected as indica-
tive words of this DocTopic.



Fig. 3. An overview of TopicAtlas. Different colors indicate different types
of topics, and the node size expresses the dominance of corresponding topic.
Thickness of edges is proportionate to relation strength (best seen in color).

D. TopicAtlas

We design TopicAtlas based on the constructed heteroge-
neous topic web to exhibit WordTopic, DocTopic and the rela-
tionship among them. An overview of TopicAtlas is displayed
in Fig.3. Aiming to help users navigate in an unfamiliar text
network, TopicAtlas has the following primary features:

1) Topic Landscape Exhibition. We display top 10 key-
words for each WordTopic and titles of top 5 representa-
tive documents for each DocTopic. In addition, different
diameters of topic vertices express their corresponding
topic dominance or topic importance, which is indicated
by p(z) for each WordTopic and p(z′) for each Doc-
Topic.

2) Accurate Relationship. The three types of relations
mentioned before correspond to three types of edges in
the graph. The weights of these edges are the ratio of
the co-occurrence probability we calculate to the prior
probability of a random edge (0.0002). The thickness
of the edges is proportionate to these values. Although
the graph is fully connected, we removed some edges
whose weights are negligible.

3) User Friendliness. TopicAtlas also allows users to zoom
in to inspect details, or zoom out to see the big picture.
For more details readers can refer to our public material.

E. Text Network Exploration via Heterogeneous Topic Web

As mentioned above, TopicAtlas is fairly comprehensive and
informative. In this part, we engage in an in-depth exploration
of the heterogeneous topic web in TopicAtlas and conduct
qualitative analysis to illustrate how TopicAtlas assists in
understanding large text network. To facilitate the analytic
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Fig. 4. “Distributed system” example of Word-Word subgraph. These topics
are labeled manually. The weights of edges are Word-Word relation strength.
The thickness of the edges are roughly proportionate to these values.

reasoning for three types of relations in this heterogeneous
web, three auxiliary subgraphs of TopicAtlas are presented
here: Word-Word subgraph, Doc-Doc subgraph and Word-Doc
subgraph. As the name suggests, Word-Word subgraph only
includes the edges between WordTopics, Doc-Doc subgraph
contains merely the edges between DocTopics, and Word-Doc
subgraph displays edges between WordTopics and DocTopics.
Due to the limitation of space, we only give analysis for
CiteseerX here. The TopicAtlas demos for both CiteseerX and
AAN are available in our public website.

1) Word-Word Relation: The Word-Word subgraph is
shown in Fig.5a. It is quite sparse and 62.87% of WordTopic
nodes have no connection with others. It implies that the con-
tent of an individual paper is relatively “pure” and one paper
mainly focuses on one WordTopic, leading to an unapparent
co-occurrence pattern between WordTopics. This result agrees
with our intuition: most of high quality scientific papers show
clear themes.

Though the graph is sparse on the whole, there are still a
few nodes of high degrees worth investigating. On the basis of
previous recognition that the content of documents is generally
“pure”, we believe that those WordTopics which enjoy high
co-occurrence probability with various other WordTopics are
foundation of certain scientific fields and thus hold strong
connection with many other WordTopics. In Fig.5a, WordTopic
w45 (degree: 9), w44(degree: 6), w16 (degree: 5), and w25
(degree: 5) have the highest degrees. The corresponding Word-
Topics are “distributed system”, “programming language” ,
“software design”, and “semantic reasoning”. We mark these
topics as FoundationTopic. Obviously they are all general and
basic. Take “distributed system” as an example, distributed sys-
tem achieves efficiency improvement of solving computational
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Fig. 5. Subgraphs of heterogeneous topic web: (a) Word-Word Subgraph and (b) Doc-Doc Subgraph (best seen in color).

problems and therefore has broad applications in different
fields such as telephone networks, routing algorithms, network
file system etc. Interestingly, FoundationTopics we detect are
also dominant WordTopics in the dataset. It is reasonable
because general theory and basic tool gains more popularity
than topics of a specific and narrow domain. As a case study,
we show WordTopic w45 and its related WordTopics in Fig.4.

Based on the discussion above, the Word-Word graph is not
only useful to explore the relationship between WordTopics,
but also helps locate dominant WordTopics and Foundation-
Topics for a novice.

2) Doc-Doc Relation: We show the Doc-Doc subgraph in
Fig.5b. Compared with Word-Word subgraph, the Doc-Doc
subgraph is densely connected. The close relation between
DocTopics indicates that different from concentrating on one
topic when writing word part of papers, authors tend to cover
multiple DocTopics in the reference list. It is intuitive because
a comprehensive reference section is desired for most authors,
and this leads to a close connection between DocTopics.
Furthermore, since ubiquitous techniques are likely to be cited
in a variety of distinct domains, we expect nodes with high
degrees in the Doc-Doc subgraph represent DocTopics about
universal principle and method. In Fig.5b, the top four highest-
degree nodes are DocTopic d63 (degree: 11), d28 (degree:7),
d21 (degree:7), d17 (degree:7) and they represent “linear
system method”, “logic programming”, “model checking” and
“conservation law” respectively. Unsurprisingly, these Doc-
Topics are basic techniques and laws. Hence we name them
BasicMethodTopic.

In addition to examining DocTopics from a global per-
spective, inspecting details of specific DocTopic provides
an insight into a text network on a document level. The
DocTopic enables us to assess topic-aware impact of papers
and recognize authoritative documents in one field. In our
framework, documents are clustered with respect to their co-

occurrence pattern and the document with more links is more
likely to be assigned with a higher probability. Therefore, the
top documents in one given DocTopic are generally the most
popular and representative ones. In academic citation network,
these top documents are supposed to be the most influential
papers in a field with high citation numbers. In Fig.6 we list
top 5 documents in the most dominant DocTopic d35 and its
neighbours d41, d61, d56.

40.70

22.20

11.85

DocTopic 35

Chord: A Scalable Peer-to-Peer Lookup Service for Internet Applications (cited:961)
A Reliable Multicast Framework for Light-weight Sessions and Application Level Framing

A Scalable Content-Addressable Network
RTP: A Transport Protocol for Real-Time Applications
Dynamic Source Routing in Ad Hoc Wireless Networks

multicast routing in network

DocTopic 56

Coda: A Highly Available File System for a Distributed Workstation Environment
Design and Implementation of the Sun Network Filesystem

Implementing Remote Procedure Calls
Freenet: A Distributed Anonymous Information Storage and Retrieval System

Tcl and the Tk Toolkit

distributed file system implementation

DocTopic 41

Random Early Detection Gateways for Congestion Avoidance
Congestion Avoidance and Control

Wide-Area Traffic: The Failure of Poisson Modeling
Supporting Real-Time Applications in an Integrated Services Packet Network: Architecture and Mechanism

On the Self-Similar Nature of Ethernet Traffic

traffic congestion

DocTopic 61

Scheduling Algorithms for Multiprogramming in a Hard-Real-Time Environment
A Case for End System Multicast

End-To-End Arguments In System Design
Highly Dynamic Destination-Sequenced Distance-Vector Routing (DSDV) for Mobile Computers

Effective Erasure Codes for Reliable Computer Communication Protocols

end system multicast

9.11

Fig. 6. “Multicast routing in network” example of Doc-Doc relation. These
topics are labeled manually. The thickness of edges is roughly proportionate
to these values. For each document, we display its citation number in our
dataset.

3) Word-Doc Relation: We believe that Word-Doc relation
is the most important type of relationship since it builds
a bridge between words and documents and delivers multi-
aspect messages of the text network. We summarize the
contributions of Word-Doc relation from three perspectives.
The Word-Doc subgraph and these examples are illustrated in
Fig.7.
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Fig. 7. Word-Doc subgraph and some instances. Red nodes (d) represent DocTopics and orange nodes (w) indicates WordTopics (best seen in color).

Connect WordTopic and DocTopic reasonably. As Fig.7
suggests, the BaseMethodTopic d17 is about “conservation
law”, and its neighbouring WordTopics are w54 “particle
phase energy”, w1 “quantum theory” and w55 “equations
and solutions”. These topics cover some basic components
of quantum mechanics. In addition, WordTopic w36 is about
“shared memory processor”, and it has a strong link with
DocTopic d44 “shared memory system” and d67 “cache
performance”. Also, it connects with DocTopic d20 “power
analysis of design” through a edge weighting about 15 since
energy reduction plays an important role in shared memory
processor. Besides, WordTopic w57 “mobile robot navigation”
is connected with DocTopic d49 “mobile robot localization”
and d26 “motion planning”. These connections expose the
main structure of “mobile navigation”. There are a lot of other
examples in our heterogeneous topic web, readers can check
them in our demo TopicAtlas.

Connect WordTopics indirectly. As mentioned before, Word-
Word subgraph is relatively sparse since the content of most
papers only focuses on one or two topics. The missing
co-occurrence phenomenon results in difficulty in spotting
relevant WordTopics. However, DocTopics can serve as in-
termediaries between WordTopics and uncover the hidden
relationship. More specifically, if two WordTopics co-occur
frequently with the same DocTopic, then we can confidently
say the two WordTopic are related. For example, WordTopic
w13 “dimensional curve reconstruction”, w20 “volume render-
ing” and w31 “visual motion tracking” are connected together
in Word-Word subgraph Fig.5a. There is no edge between
WordTopic w43 “image wavelet filter” and them, though
many volume rendering and visual motion tracking models
are wavelet-based. Nonetheless, DocTopic d11 “image based
algorithm” completes the relation information as illustrated
in Fig.7: all the four WordTopics enjoy strong relation with
DocTopic d11, from which we can come to the conclusion that
the four WordTopics are related to each other. There are other

examples: WordTopic w1 “quantum theory”, w54 “particle
phase energy” and w55 “equations and solutions” are con-
nected through DocTopic d17 “conservation law”, WordTopic
w41 “random number set”, w64 “numerical method”, w66
“matrix factorization”, w52 “dynamical model simulation” and
w55 “equations and solutions” are connected by the general
and dominant DocTopic d63 “linear system algorithm”.

Locate Relevant Documents. As we stressed before, a major
distinction of TopicAtlas from other topic-based exploratory
method is that the web we constructed is heterogeneous and
provides an insight into text network on a document level.
Through identifying the important documents in a DocTopic
and establishing connection between DocTopic and Word-
Topic, users can investigate relevant documents for Word-
Topics. Note that instead of simply recognizing all related
documents for WordTopics, TopicAtlas organizes the relevant
documents according to DocTopic and allows for inspecting
them in different aspects . We give an instance in Fig.7. If
a researcher aims to find relevant documents for WordTopic
w45 “distributed system”, he can locate papers about imple-
mentation of distributed file or network system in DocTopic
d56, examine distributed system architecture stuff in d40, get
to know some data management or toolkit documents in dis-
tributed system from d54, or explore papers about distribution
application in real-time system from d3. With the relevant
documents sorted, the researcher is less prone to be swamped
by the flood of information.

F. Topic Modeling

Since our main objective is to obtain highly effective
heterogeneous topic web, it is important to evaluate the topic
interpretability and ensure that the introduction of transition
matrix has not come at the expense of the predictive power
and generalizability of topic model. On the other hand, as
MHT models text and links simultaneously, the appropriate
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Fig. 8. Topic coherence for WordTopic and DocTopic in two datasets (higher is better)

baselines are models which also jointly model both text and
links.

1) Comparative Methods: We compare our method MHT
with mixed-membership model [10], Link-PLSA-LDA [29]
and RTM [12], all of which are joint models for both text
and links. Mixed membership model is an early effort in this
direction and can produce both cluster of words and cluster of
documents like MHT. However, it neither distinguishes the two
types of clusters, nor models their relationship. Nallapati et
al. [29] propose two well-known joint topic models Pairwise-
Link-LDA and Link-PLSA-LDA. Pairwise-Link-LDA models
the presence and absence of links in a pairwise manner while
Link-PLSA-LDA views links as “link tokens”. Since Link-
PLSA-LDA outperforms Pairwise-Link-LDA with respect to
heldout likelihood and recall, we only include Link-PLSA-
LDA in our baseline methods. The core idea of RTM is that
topic relations directly account for the presence of links. To
guarantee the justness, all these models are inferred through
EM algorithm and parameters are initialized with the same
way as MHT.

2) Topic Interpretability: Acceptable semantic quality of
topics is a fundamental requirement for topic models, hence
we try to quantify how interpretable the topics are.

Metric. There are some metrics for evaluating topic inter-
pretability such as PMI [?], word intrusion [31], and topic
coherence [27]. We adopt topic coherence in our experiment.
For one thing, while word intrusion needs expert annotations,
topic coherence is an automated evaluation metric and does not
rely on human annotators. For another, topic coherence does
not reference collections outside the training data as PMI dose.
Also, topic coherence is proven more closely associated with
the expert annotations than PMI [27].

Letting D(w) be the document frequency of word type w
and D(w,w′) be co-document frequency of word types w and
w′, topic coherence is defined as

C(k;W (k)) =

M∑
m=2

m−1∑
n=1

log
D(w

(k)
m , w

(k)
n ) + 1

D(w
(k)
n )

(20)

where W (k) = (w
(k)
1 , · · · , w(k)

M ) is a list of the M most
probable words in topic k. In our experiment, we choose
M = 10.

It is important to bear in mind that we have two types
of topics, WordTopic and DocTopic, and topic coherence

is originally designed for WordTopics. However, recall that
we have obtained indicative words for each DocTopic, and
these words can be regarded as a WordTopic. Intuitively, the
indicative words for the documents with similar themes are
more informative than that for a random set of documents,
i.e. the interpretability of these words depicts the quality of
corresponding DocTopic indirectly. Therefore, we compute
topic coherence for these “spurious” WordTopics to evaluate
DocTopics. To distinguish the two different topic coherence
score, we denote them as WordTopic coherence and DocTopic
coherence.

Since the heterogeneous topic web is constructed with a
topic number 70, we compare the topic coherence score of
different methods with 70 topics, and the result is illustrated
in Fig.8. As RTM does not produce DocTopics, it is not
included in DocTopic coherence comparison. The qualities of
our WordTopic and DocTopic are better than baseline methods.

3) Held-Out Log Likelihood: Held-out Log Likelihood is
a well-accepted metric to measure the generalizability and
predictive power of topic models. When computing held-out
log likelihood, we take both text and links into consideration.
Since words generally dominates the data, likelihood of text
is much larger. Therefore, to ease favor for text and obtain
a more convincing and reasonable result, we filter out the
documents with less than 3 links and 8 links for AAN and
CiteseerX respectively, and we get a collection of AAN with
18, 000 documents and CiteseerX with approximately 60, 000
documents.

Our experimental set-up is as follows. We randomly split
data into five folds and repeat the experiment for five times,
for each time we use one fold for test, four folds for training,
and we report the average values in Fig.9. The performance
of MHT is better than mixed-membership model and Link-
PLSA-LDA. Note that we exclude RTM in this part since
held-out log likelihood favors RTM significantly due to its
pairwise manner. While MHT, Link-PLSA-LDA and mixed-
membership model generate links with respect to multinomial
distribution, link in RTM is a Bernoulli random variable and
is modeled with binomial distribution. More specifically, if
links are generated without any training stages and prior
knowledge (i.e. links are generated uniformly), the probability
for generating a link in RTM (0.5) is much larger than other
models (0.00006 in AAN and 0.00002 in CiteseerX).
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Fig. 9. Held-out log likelihood for both text and links on two datasets. (higher
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VI. CONCLUSION

In this paper, we present MHT, short for Model for Hetero-
geneous TopicAtlas, a unified generative model tying together
text, links as well as two types of topics, namely Word-
Topic and DocTopic. The relationship between WordTopic and
WordTopic (Word-Word relation), DocTopic and DocTopic
(Doc-Doc relation) and WordTopic and DocTopic (Word-Doc
relation) is quantified through MHT, based on which we con-
struct the heterogeneous web of topics to explore text network.
In experiment, we construct the heterogeneous web of topics
based on AAN and CiteseerX collection and build a prototype
demo system, called TopicAtlas to exhibit the heterogeneous
topic web to assist users’ exploration. Qualitative analysis
of the heterogeneous topic web is presented to demonstrate
the effectiveness of TopicAtlas. Besides, we show that MHT
outperforms existing methods as a topic model with respect
to topic interpretability and held-out log likelihood. For future
work, we plan to perfect TopicAtlas by displaying topic evo-
lution pattern simultaneously and recommending documents
automatically.
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